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two-level page table lookup

page table

base register

©x10000 |

virtual address

11 0101 01 00 1011 00 00 1101 1111

ause fault?

X

™

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

cause fault?

!

PTE | | valid, etc? pTE | | valid, etc?
size T size T :
' . 9 ' .
n split e n split
PTE parts Zizge PTE parts l
Y
Ist PTE 2nd PTE 1101 0011 11 00 1101 1111
addr. addr. _ ll
{ ¥ physicaaddress

data or instruction cache

|




TLB and the MMU (1)

address
from
program

TLB

MMU
(‘page table walk’ logic)

L1 Cache/Memory
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TLB and the MMU (2)

virtual address
11 0101 01 00 1101 1111

- /

cause fault?

E :'> TLB check valid
tabl ¥ 3 and permission bit
page table  ------------,

base register el PTiES'ZeE e —— T ........................................

E Ox10000 E """ *:__j':__f E » split PTE parts
| l AN \
| : 1101 0011 11 00 1101 1111
o : physicalladdress
Y |

data or instruction cache




TLB and the MMU (2)

virtual address
11 0101 01 00 1101 1111

- /

cause fault?

E :'> TLB check valid
tabl ¥ 3 and permission bit
page table  r----------,
base register e P TiES'Ze ST T
E Ox10000 E """ *:r__j':__f E » split PTE parts
it: LN Y
TLB hit: TLB accesses replaces {101 0011 11,00 1101 1111
page table access —|rrorerenmeeen : physicalladdress
Y :

data or instruction cache
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TLB and the MMU (2)

page table
nDase register

virtual address

11 0101 01 OO 1101 1111

Ox10000

cause fault?

check valid

and permission bit

>

................... T

split PTE parts :
[ \

1101 0011 11 00 1101 1111

Y
E TLB
Y
X PTE size
Y
> +
Y

physicalladd ress

data or instruction cache
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TLB and the MMU (2)

TLB miss: page table access happens
11 0101 01 OO 1101 1111

page table
nDase register

Ox10000

cause fault?

/

Y
E TII—B check valid
Y ! and permission bit
X PTEsize || | G T
Y E
> + e mmmm e - > split PTE parts
A \
1101 0011 11 00 1101 1111
physicalladdress
A4

data or instruction cache
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TLB and the MMU (2)

TLB miss: Tll_B gets a copy of the page table entry ce fault?

Y

page table
nDase register

Ox10000

Y

1 0101 01 00 1101 1111

C

TLB

X PTE size

-

Y

_|_

check valid

and permission bit

..................... T

»| split PTE parts

S Y

1101 0011 11 00 1101 1111

physicalladd ress

data or instruction cache
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TLB and the MMU (2)

virtual address

11 0101 01 OO 1101 1111
¥ .

on hit or miss
Pal need to check permissions

bas{ (read/kernel/etc.)

' 0y but TLB only stores valid PTEs

cause fault?

check valid

and permission bit

................................ T

split PTE parts :
L N v
1101 0011 11 00 1101 1111
------------ physicalladdress

data or instruction cache

23



TLB organization (2-way set associative)

VPN page offset

i_i_;il@@i@l@ll@ (program address)
E valid tag |physical |write|... valid tag |physical |write|...
index page # page #
1 [10 [ox123 [1 1 [11 [ex12F [1

* "
Q’
>IAND v i |

>@.D_TF@ page




exercise: TLB access pattern (setup)
4-entry, 2-way TLB, LRU replacement policy, initially empty
4096 byte pages

how many index bits?

TLB index of virtual address 0x123457



exercise: TLB access pattern

4-entry, 2-way TLB, LRU replacement policy, initially empty

4096 byte pages

type virtual physical

read |0x440030 Ox554030
write |0x440034 Ox554034
read |OX7TFFFEOO8 |Ox556008
read |OX7FFFEOOO [OXx556000
read |OX7TFFFDFF8 |[OX5F8FF8
read |Ox664080 OX5F9080
read |0x440038 Ox554038
write |OX7FFFDFFO [OX5F8FFO0

which are TLB hits? which are

L B misses? final contents of

LB?
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exercise: TLB access pattern
4-entry, 2-way TLB, LRU replacement policy, initially empty
4096 byte pages

VPNs of PTEs held in TLB

type virtual physical  |result|set O set 1
read |0x440030 Ox554030|miss |0x440
write |0x440034 Ox554034hit |0x440
reac OX7TFFFEOO8 |[Ox556008|miss [0x440

read |OX7FFFEOOO |[Ox556000hit |0x440, Ox7FFFE
read |Ox7FFFDFF8 |Ox5F8FF8miss |0x440, Ox7FFFE |0x7
read |Ox664080 OX5F9080|miss |0x664, Ox7FFFE |0x7

read |0x440038 Ox554038 miss |[0x664, 0x440 Ox7
write |[OX7FFFDFFO |[Ox5F8FF0Ohit |0x440, Ox7FFFE |0x7

|| ™| T
|| ™| T
o UUu

which are TLB hits? which are TLB misses? final contents of TLB?



exercise: TLB access pattern

4-entry, 2-way TLB, LRU replacement policy, initially empty

4096 byte pages

t .

iij V [tag physical page write?kernel? LRU?
type o 1 |0x00220 (ox440 > 1)  |Ox554 1 |0 no
reac 1 |0X3FFFF (ox7FFFE > 1) |0X556 1 |0 yes
wrt
read 1 |OX3FFFF (ex7FFFD > 1) |OX5F9 1 © no
read 1 —— — — —

0 yes
Feacd
read [Ox664080 OX5F9080/miss |0xb64, OX/FFFE [Ox/FFFD
read Ox440038 Ox554038miss |0x664, 0x440 Ox7FFFD
write [OX7FFFDFFO [Ox5F8FF0Ohit 0x440, OX7TFFFE |0x7FFFD

which are TLB hits? which are TLB misses? final contents of TLB?
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Memory
Stack : Stack Stack
Heap : Heap Heap
Data : Data O Data
Code : Code Code
Saved : Saved Saved
registers | . | registers registers
CPU
Registers

What is the state of the TLB?



Memory
Stack Stack Stack
Heap Heap Heap
Data Data cee Data
Code Code Code
Saved Saved Saved
registers registers registers
CPU
Registers

What is the state of the TLB?



The TLB Is going to cache the old mapping

Process A
addresses

Process B
addresses

mapping
(set by OS)

mapping

(set by OS)

» — kernel-mode only

real memory

Process A code

Process B code

Process A data

Process B data

OS data

trigger exception

hough virtual address 0x0 maps to different address
he TLB currently only caches a single mapping




changing page tables

what happens to TLB when page table base pointer is changed?
e.g. context switch

most entries in TLB refer to things from wrong process
oops — read from the wrong process'’s stack?
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changing page tables

what happens to TLB when page table base pointer is changed?
e.g. context switch

most entries in TLB refer to things from wrong process
oops — read from the wrong process'’s stack?

option 1: invalidate all TLB entries

side effect on “change page table base register” instruction

32



changing page tables

what happens to TLB when page table base pointer is changed?
e.g. context switch

most entries in TLB refer to things from wrong process
oops — read from the wrong process'’s stack?

option 1: invalidate all TLB entries
side effect on “change page table base register” instruction

option 2: TLB entries contain process ID

set by OS (special register)
checked by TLB in addition to TLB tag, valid bit

32



editing page tables

what happens to TLB when OS changes a page table entry?

invalid to valid — nothing needed

TLB doesn’'t contain invalid entries
MMU will check memory again

valid to invalid — OS needs to tell processor to invalidate it
special instruction (x86: invlpg)

real memory

Process A mapping Process A code
addresses (set by OS) Process B code
/ Process A data
< P Bd
Process B mapping - —¥| Frocess ata
addresses (Set by OS) -------------------- > OS data

----- » — kernel-mode only

trigger exception




TLB shootdown

program A page orogram B pages

mark evicted page invalid in page table

AT TR T T TR T W W I N U U U U U T N T T T N N N N N N N )
AT TR T TR T T N N N e e e N T T N N N N N N A A T TR TR Y
AT TR T TR T T N N N N e e N T T N N N N N N N AT TR TR TR Y
AT T T T TR T T W YR W W W N W O T W O W W N W W W W N N W Y

]
N—

ach core has its own TLB
page fault

NN\
AN
AN
NN\
AN
AN
NN\

/
7/
/7
7/
7/
7/
7/
7/
/

/7777
/7777

A

NN\

NN, L.

NN NN NN NN\ N\
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TLB shootdown
program A page
mark evicted page invalid in page table

orogram B pages

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

Interrupt —

triggered to invalidate TLB \ /

|\\\\\\\\|

page fault
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TLB shootdown

program A pages program B pages

AT TR T T TR T W W I N U U U U U T N T T T N N N N N N N )
AT TR T TR T T N N N e e e N T T N N N N N N A A T TR TR Y
AT TR T TR T T N N N N e e N T T N N N N N N N AT TR TR TR Y
AT T T T TR T T W YR W W W N W O T W O W W N W W W W N N W Y
ATR TR TR TR T U UL N N N U U N N N N N N YA VA TR N N S N AT TR
ATR T T T WA W U W N U U T N T R T N N N N N N T T A T TR T Y
“‘\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
. AT T T T WA W W W U U U U U W W W W W W W W W W W W W W Y
P
“
.
mEn mEn

Interrupt —
triggered to invalidate TLB

NANNNNNANN

page fault start read

NN\
AN
AN
NN\
AN
AN

N\

< s~ SN

O
W

/
/
/
/
/
7/
7/
7/
/

7/
/

NANANNNNNNN

AN
AN
A
A
NN\
NN\
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TLB shootdown

program A pag

Interrupt —

triggered to invalidate TLB

page fault

other processes can run while reading page

OS will get interrupt when disk is done

7/
/
/
/
/
/
7/
7/

start read Interrupt

//////////////////
///////////////////
////////

1111111

ogram B pages

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
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TLB shootdown

program A pages program B pages

process A's page table updated
and restarted from point of fault

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

“
.
.
.
.
.
.
P
.

Interrupt —
triggered to invalidate TLB

NANNNNNANN

page fault start read interrupt

/////////'/
/////////
/‘ ////////
‘ vy
‘ vy
‘ vy
,,,,,,, vy
JIIII 77
JII777777
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x86 64 page table entries (1)

SE0s67lss 4320 1™ "1 | [2[osal7ie5/s.321/0]8]7 6134321 01l8]7 sls 43210
Prot Pl | |P[P|,R PTE:
4 lgnored Rsvd. Address of 4KB page frame Ilgn. |G|A|D|AIC W/S/ 1| 4KB
D| Key T DT | page
PTE:
lgnored 0 not
present

present = valid

R/W = writes allowed?

U/S = user-mode allowed? (“user/supervisor”)

XD = execute-disable?

A = accessed? (MMU sets to 1 on page read/write)

D = dirty? (MMU sets to 1 on page write)



x86 64 page table entries (1)

21 0loii7/s5/9,3,210.98]7 /514131

Address of 4KB page frame

page

lgnored

o

PTE:
not

present

present = valid

R/W = writes allowed?

U/S = user-mode allowed? (“user/supervisor”)

XD = execute-disable?

A= accessed?%ets to 1 on page read/write)

D =

helps support replacement policies for swapping
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x86 64 page table entries (1)

Address of 4KB page frame

page

lgnored

o

PTE:
not

present

present = valid
R/W = writes allowed?

U/S = user-mode allowed? (“user/supervisor”)

XD = execute-disable?

A = accessed? (MMU sets to 1 on page read/write)

D = dirty?\(wsets to 1 on page write)

helps support writeback policy for swapping
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x86 64 page table entries (2)

21l0lsls 71615143121 0/9/8(7,6/5l4)31
Prot. p P|yIR .
b kev? lgnored Rsvd. Address of 4KB page frame Ign. |GIA|D|AC WIS/ 1| 4KB
y T DT Wi page
PTE:
lgnored 0 not
present

G = global? (shared between all page tables)

PWT, PCD, PAT = control how caches work when accessing physical page:

can disable using the cache entirely

can disable write-back (use write-through instead)
multicore-related cache settings

(and some other settings)

Table 11-11. Selection of PAT Entries with PAT, PCD, and PWT Flags
PAT PCD PWT PAT Entry
0 0 [i] PATO
0 0 1 PAT1
0 1 0 PAT2
0 1 1 PAT3
1 0 0 PAT4
1 0 1 PATS
1 1 0 PAT6
1 1 1 PAT7




x86 64 page table entries (2)

X| Prot P PlyiR .
4 ignored Rsvd. Address of 4KB page frame Ign. (GIAD|AC WIS/ 1| 4KB
D| Key T DITI W page

PTE:
not
present

lgnored

G = global?Ween all page tables)

o

p CPU won't evict TLB entries on most page table base registers changes

can disable using the cache entirely

can disable write-back (use write-through instead)
multicore-related cache settings

(and some other settings)

36



TLBs and performance

—| TLB —

- >

extra time?

L1 cache

37



L1 caches and page numbers (Intel Skylake)

physical address

(48 bits)
PPN page offset
(36 bit) (12 bit)
L1 cache tag L1 index | L1 offset
(36 bit) (6 bit) (6 bit)

38



L1 caches and page numbers (Intel Skylake)

physical address
(48 bits)
PPN page offset
(36 bit) (12 bit)
L1 cache tag L1 index | L1 offset
(36 bit) (6 bit) (6 bit)

not a coincidence

why did Intel make this decision?



overlapping TLB and cache access

O@@llll@@l offset

_____I.______ —_— o —

VPN I valid tag |data ||validitag |data
; [ 1 (10 (@@ 11|[ 1 |00 |AA BB

> 1 (11 [B4B5|| 1 |01 [33 44

; data
11 (B5)
tag=PPN Y A,D~ :ljJ
Q;m Y
= »@ Jor>— is hit? (1)
>|AND
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overlapping TLB and cache access

0001111001 —— offet
VPN valid [tag |data valid tag |data
: | 1 [10 |00 11 1 |00 |AA BB

perform TLB access while cache access is happening

data

(B5)

tag=PPN

Y

<

AND )

2

‘.D P
Jor >— is hit? (1)

AND

39



overlapping TLB and cache access

0001111001 —— offet
VPN valid [tag |data valid tag |data
: 1 |10 |00 11 1 |00 |AA BB

data

39



virtually-indexed, physically-tagged

called virtually-indexed, physically-tagged cache

requirement: index contained entirely in page offset
do not need to do translation to start cache access

tag overlaps with PPN
example: tag=PPN

do TLB access while retrieving cache set

most common design in current processors

reason for highly associative (e.g. 8-way) L1 caches

40



address splitting

16-bit virtual addresses

04-byte pages
256B, 8-way L1 cache with 16B blocks

can TLB and cache access overlap?

41



physical caches

memory address —»

TLB

page offset
\

L1 cache

42



Consid hine with: i
onsider a machine wi Description of Physical

Memory

1)1 1B Disk

2)16GB DRAM

3) 8-way associative L1
cache with 64 sets and 64
Byte blocks

Description of Virtual Memory
1) 48 bit virtual address
2) Pages are 4KB

3) 4 Level Page Table, where each
Page table is one Page

4) PTE are 8 bytes the first 40bits of
which represent Physical Page Number — —

5) 4 way TLB with 64 entries VA oA NATA

Assume that the cache and TLB are originally empty

What are the contents TLB after Ox1111 access?
How many bits are in the physical address?

What are the contents Cache after Ox1111 access



Consider a machine with:

Description of Virtual Memory

3) 4 Level Page Table, where each
Page table is one Page

4) PTE are 8 bytes the first 40bits of
which represent Physical Page Number
5) 4 way TLB with 64 entries

CPU

Data

<

lVirtuaI address (VA)
36

12

VPO |




Consider a machine with:

Description of Virtual Memory

3) 4 Level Page Table, where each
Page table is one Page

4) PTE are 8 bytes the first 40bits of
which represent Physical Page Number
5) 4 way TLB with 64 entries

CPU

Data

<

lVirtuaI address (VA)
36

12

VPO |

i

A

4KB = 4*2'0= 2"

VPN 36 bits Is just
what Is left over



Consider a machine with:

Description of Virtual Memory

3) 4 Level Page Table, where each
Page table is one Page

4) PTE are 8 bytes the first 40bits of
which represent Physical Page Number
5) 4 way TLB with 64 entries

CPU Data

<

lVirtuaI address (VA)
36 12

‘ VPN VPO;




Consider a machine with:

Description of Virtual Memory
1) 48 bit virtual address
2) Pages are 4KB

4) PTE are 8 bytes the first 40bits of
which represent Physical Page Number
5) 4 way TLB with 64 entries

CPU Data

<

lVirtuaI address (VA)
36 12

‘ VPN VPO;




Consider a machine with:

L . CPU Data
Description of Virtual Memory l" «

1) 48 bit virtual address i address (VA

12

2) Pages are 4KB Hﬂrﬂ

4) PTE are 8 bytes the first 40bits of |
which represent Physical Page Number | HOw many entries
5) 4 way TLB with 64 entries AKB/8 = 22 /9% = 27

How many bits needed
To address all the entries

How many levels



Consider a machine with:

Description of Virtual Memory
1) 48 bit virtual address
2) Pages are 4KB

4) PTE are 8 bytes the first 40bits of
which represent Physical Page Number
5) 4 way TLB with 64 entries

CPU

Data

<

lVirtuaI address (VA)
36

12

VPO |

\_' VPN
'S

VAN

9
VPN1 | VPN2 | VPN3 | VPN4

CR3 # ‘1|:
» PTE PTE

J_—vPTEJ_-»PTE_

Page tables _



Consider a machine with: Ox1111 —— 0x2111 —— OxBAC

4) PTE are 8 bytes the first 40bits of VA PA DATA
which represent Physical Page Number

5) 4 way TLB with 64 entries

CPU Data

<

OX 111 Ny vVirtijzaI address (VA)

B VPN _ VPO |

VAN

VPN1 | VPN2 | VPN3 | VPN4

o PPN | PPO
IIE .=l 2
> PTE PTE[ > PTE| » PTE

Ox21 11




Consider a machine with: — -

4) PTE are 8 bytes the first 40bits of VA PA DAIA
which represent Physical Page Number
5) 4 way TLB with 64 entries
CPU | Data
y lVirtiuzal address (VA) Number Of SetS
\_' VPN | VPO, 64/4 =10
TTB Number of Bit to
| 1 1 | Index TLB =4
ne : - Because 16 =24
miss L T T T
L1 TLB (16 sets, 4 entries/set)
v 9 9 9 9 40 l v 12
VPN1 | VPN2 | VPN3 VPI\lﬂ PPN PPO OX2

®
CR3
J J Ox2
> PTE| b PTE[ s PTE | L»{ PTE

..........




Consider a machine with: — -

4) PTE are 8 bytes the first 40bits of VA PA DAIA
which represent Physical Page Number
5) 4 way TLB with 64 entries
CPU | Data
y lVirtiuzal address (VA) Number Of SetS
\_' VPN | VPO, 64/4 =10
TTB Number of Bit to
| 1 1 | Index TLB =4
ne : - Because 16 =24
miss L T T T
L1 TLB (16 sets, 4 entries/set)
v 9 9 9 9 40 l v 12
VPN1 | VPN2 | VPN3 VPI\lﬂ PPN PPO OX2

®
CR3
J J Ox2
> PTE| b PTE[ s PTE | L»{ PTE

..........




Consider a machine with: — -

4) PTE are 8 bytes the first 40bits of VA PA DAIA
which represent Physical Page Number
5) 4 way TLB with 64 entries
CPU | Data
y lVirtiuzal address (VA)
B . veo, TLB Tag = 36 -4 =32
TiZBT TL4BI
|
— T T 11
TLB — _ -
miss T T T ]
L1 TLB (16 sets, 4 entries/set)
v9 9 9 9 20 l V12
VPN1 | VPN2 | VPN3 VPI\lﬂ PPN PPO OX2

®
CR3
J J Ox2
> PTE| b PTE[ s PTE | L»{ PTE

..........




Consider a machine with: — -

4) PTE are 8 bytes the first 40bits of VA PA DAIA
which represent Physical Page Number
5) 4 way TLB with 64 entries
CPU | Data
y lVirtiuzal address (VA)
n . Vo4 TLB Tag = 36 -4 =32
TiZBT TL4BI
I
T T 11
TLB ] s PXZ +meta  TLB now gets
G B B — updated PTE
L1 TLB (16 sets, 4 entries/set)
v9 9 3 9 40 l v 12
VPN1 | VPN2 | VPN3 VPI\lﬂ PPN PPO OX2

®
CR3
J J Ox2
> PTE| b PTE[ s PTE | L»{ PTE

..........




Consider a machine with: — -

4) PTE are 8 bytes the first 40bits of VA PA DAIA
which represent Physical Page Number
5) 4 way TLB with 64 entries
=] Dat What are the contents of TLB
) l"‘“;‘f' address (VA after Ox1111 access”
B VPNI VPO o
TiZBT TL4BI
I
I T
_ — . ~ Ox2 + meta
miss N s B
L1 TLB (16 sets, 4 entries/set)
v 9 9 9 9 40 l v 12
VPN1 | VPN2 | VPN3 VPI\lﬂ PPN PPO OX2

®
CR3
J J Ox2
> PTE| b PTE[ s PTE | L»{ PTE

..........




Consider a machine with: — -

4) PTE are 8 bytes the first 40bits of VA PA DAIA
which represent Physical Page Number
5) 4 way TLB with 64 entries
CPU Data
o |Vinusl address (vA) How many bits are in
L VPNI VPO, the physical
TizBT TL4BI address?
I
T T 11
_ — . ~ Ox2 + meta
miss T T T
L1 TLB (16 sets, 4 entries/set)
\;Ps:\ll VI9>N2 VPT\B vil\lﬂ sslj vPII:O Ox?2 592 bits

®
CR3
J J Ox2
> PTE| b PTE[ s PTE | L»{ PTE

..........




Description of Physical
Ox1111 —— 0x2111 —— OxBAC Memory

VA PA DATA 1)1TB Disk
2)16GB DRAM

3) 8-way associative L1
cache with 64 sets and 64

Byte block
cPU | Data 12,13, and
Virtual address (VA) main memory
Ox 117171 _36 l 12 ‘
VPN | VPO,
2] 4
TLBT | TLBI
' T 11
e
B e - Ox2...
miss N ) N R
L1 TLB (16 sets, 4 entries/set) 0x2111
v 9 2 2 2 40 l v 12

VPN1 | VPN2 | VPN3 VPI\lﬂ

®
CR3
J J Ox?2
» PTE PTE L “»{ PTE |l “»{ PTE

PPN | PPO




VA

PA

CPU

Data

DATA

<

lVirtuaI address (VA)

12

Description of Physical
Memory

3) 8-way associative L1
cache with 64 sets and 64
Byte blocks

L2, L3, and
main memory

VPN | VPO,
: Ry Cache Offset
kT | i - l L 0g2(64) = 6
I " ' 0x2...| Cache Index
miss I o Log2(64) = 6
L1 TLB (16 sets, 4 entries/set)
e [vere [venavena] «. sz Cache Tag
! 52 -12 =40

CR3

> PTEJIE

PTE J—» PTE J+ PTE

Ox2




VA

PA

CPU

Data

DATA

<

36

12

lVirtuaI address (VA)

CR3

Ox2...

4ol

Description of Physical
Memory

3) 8-way associative L1
cache with 64 sets and 64
Byte blocks

L2, L3, and
main memory

L1
miss

L1 d-cache
(64 sets, 8 lines/set)

| VPN [vPO,
32 I 4
TLBT | TLBI
' 1
>
—»
TLB >
miss E
—| I |
L1 TLB (16 sets, 4 entries/set)
v9 9 9 9
VPN1 | VPN2 | VPN3 VPI\lﬂ
®
J J Ox2
> pTE S PTE[ s PTE [ L» PTE

v 12 l 40 64 GH
PPN PPO | == CT Cl|CO
Physical —
} address

(PA)



VA

PA

CPU

Data

DATA

<

36

12

lVirtuaI address (VA)

CR3

Ox2...

4ol

Description of Physical
Memory

3) 8-way associative L1
cache with 64 sets and 64
Byte blocks

L2, L3, and
main memory

L1
miss

L1 d-cache
(64 sets, 8 lines/set)

| VPN [vPO,
32 I 4
TLBT | TLBI
' 1
>
—»
TLB >
miss E
—| I |
L1 TLB (16 sets, 4 entries/set)
v9 9 9 9
VPN1 | VPN2 | VPN3 VPI\lﬂ
®
J J Ox2
> pTE S PTE[ s PTE [ L» PTE

v 12 l 40 64 GH
PPN PPO | == CT Cl|CO
Physical —
} address

(PA)



VA

PA

CPU

Data

DATA

<

36

12

lVirtuaI address (VA)

CR3

Ox2...

4ol

Description of Physical
Memory

3) 8-way associative L1
cache with 64 sets and 64
Byte blocks

L2, L3, and
main memory

L1
miss

L1 d-cache
(64 sets, 8 lines/set)

| VPN [vPO,
32 I 4
TLBT | TLBI
' 1
>
—»
TLB >
miss E
—| I |
L1 TLB (16 sets, 4 entries/set)
v9 9 9 9
VPN1 | VPN2 | VPN3 VPI\lﬂ
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